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ABSTRACT
This paper discusses the concept of protocol Large Language
Models (LLMs). These are models capable of conversing in
native protocol messages. These models could potentially
be used to help understand protocols, e.g., diagnose errors
from packet traces. Our ongoing research investigates the
feasibility of these models, their applications, and limitations.

We present our preliminary results, including how LLMs
understand the behavior of example systems such as web
servers. Our contribution focuses on testing how and how
well an LLM can diagnose protocol traces, receive and send
protocol messages over sockets, and handle complex protocol
fields and interfaces.
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1 INTRODUCTION
Current LLMs enable conversation in different languages
and modalities, e.g., images and text. From a networking
perspective an interesting new type of language would be
protocols, the language of the machines. We can already
today converse with LLMs about protocol specifications, as
those are in human language. But could we converse using
these protocols natively, e.g., have the LLM understand a Do-
main Name System (DNS) request, or even send a response?
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Protocols are clearly a type of a language, so we should
be able teach this language to LLMs. But what is the optimal
way to do this? How would it be used? Potential applications
include explaining how a system works, diagnosing issues in
packet traces, test data generation, simulation of the systems,
or even code generation to reproduce behavior, e.g., for quick
prototyping. Which of these are feasible in practice?

The work is based on Generative AI, LLMs, and Generative
Pre-trained Transformers (GPTs). We used GPT-4 [11], a
foundation model pre-trained with a large corpus of data.
There is prior work on understanding protocol specifica-

tions, e.g. Sharma and Yegneswaran [13] extract state ma-
chines and Duclos et al. extract formal models [3] from RFCs.
Such approaches also can be used for, e.g., generating code
[16] or fuzzing tests [9]. Specification data sets have also
appeared, e.g., Nikbakht et al. [10]. Packet traces can also
be used, e.g., non-AI methods are used by Wang et al. [14]
to infer state machines and by Holkovič et al. to diagnose
protocol errors [4]. Jiang et al. [6] and Yin et al. [17] apply
Generative AI to produce synthetic data resembling input
packet traces. This can be useful for testing. LLMs focused
on the digital world are also starting to appear, for instance
Wu et al. describe bGPT, a general-purpose byte oriented
LLM that is used, for instance, to model CPU states [15].

2 EXPERIMENTS
We investigated protocol LLM capabilities through a series of
small experiments. We collected packet traces from example
protocol systems in simple configurations, such as a recur-
sive DNS resolver (Bind9) that takes requests from clients,
configured to use a backend global resolver to resolve the re-
quests. Another example was a web server (Apache) serving
HTTP requests. By providing packet traces to an LLM we
hope to teach the LLM about the associated behavior, such as
what kind of requests result in what kind of responses. We
need to understand and generate native protocol messages,
but the objective is not so much in the protocol formats (tra-
ditional message syntax definitions such as ASN.1 do this
better), but rather in the behavior of the system implement-
ing the protocol. Real systems often have a complex interplay
of events in different interfaces.

The training can be performed by the creation of tailored
foundation models, fine tuning, etc. We have applied simple
few-shot, in-context learning [1] in our initial work. We also
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built an experimental software package to enable feeding
protocol information to LLMs, connect them to sockets, etc.

What Can LLMs Say About Packet Traces? To convert
the packet traces to a form suitable for the LLM, we represent
them as a set of data packet sequences related to a particular
task (such as a resolving a name via DNS). Each sequence
consists of one or more packets. These are presented to the
LLM.We can then test if the LLM can explain behavior.When
we asked what happens when a client requests an IPv6 ad-
dress record from the resolver, the LLM explained the steps
in detail, e.g., including the details of how the resolver in our
case adds DNS extension mechanism options [2] to the re-
quests sent to the backend server. We can also feed the LLM
with another trace for comparison, to diagnose problems in
that trace. We created 50 faulty protocol messages and then
analyzed manually the correctness of the LLM’s diagnosis
of those messages. Correctness varied between 72% to 98%,
depending on the used techniques (more on this later).
What About Complex Fields? LLMs were able to pro-

cess protocol messages even as binary data. Hex dumps, for
instance, still enabled the LLM to find patterns in the traces,
such as recognizing what data should be copied from re-
quests to responses. But diagnosis results improved when
the LLM was presented decoded messages (e.g., via ASN.1).

It is also difficult for the LLMs to deal with protocol mes-
sage aspects that involve mathematical operations, such as
length or checksum fields, or encryption. We built a system
that combines traditional message syntax definitions with
symbolic representations and then fed these to the LLM. For
instance, a message with a checksum field followed by an
octet string could be represented as “Csum = CSUM(Payload)
| Payload = 0xaabbcc”. If the system supporting the LLM can
parse and construct such messages, it is easy for the LLM
to consume and produce such symbolic messages. With the
same in-context learning, the LLM with symbolic input per-
formed better than the LLM with only binary input, in par-
ticular with checksum and other complex fields. This is not
a surprise, given that LLMs are unable to directly perform
mathematical operations. AI applications that use reasoning
employ similar symbolic techniques [12].

What Is the Source of Knowledge? Can the capabilities
of protocol LLMs be explained due to the intrinsic knowledge
that the foundation model (such as GPT-4) has, or due to the
traces provided during our in-context learning? To test this,
we defined a new protocol, unknown to the LLM. The only
knowledge the LLM had of this new protocol was provided
via the traces. The LLM performed well even with the new
protocol, i.e., the traces appeared to be sufficient. Of course,
any intrinsic knowledge the LLM has can help. We tested
this, and diagnosis results improved when the protocol spec-
ification was a part of the training input to the LLM (if the
experiment otherwise had room to improve).

Can We Simulate a System? The use of LLMs does
not have to be limited to analysis. We built a system that
connects data used in-context learning, the LLM, and live
sockets. We can then ask the LLM to “predict” what the next
event should be, e.g., as in this prompt: “Given the training
input sequences, what would be the correct next input in
sequence, if we received the following input?” This succeeds
surprisingly well. For instance, we were able to use the LLM
as a real, functioning (if slow) recursive DNS resolver based
on the packet capture sequences alone. However, the LLM
will not perform things that are not visible in the external
behavior (such as DNSSEC validation).

Can we generate code? We experimented with the LLM
producing code based on the traces of simple protocols. The
generation was guided by the formal syntax of the protocol
which defines the available messages and their fields. This
resulted in implementations that are similar to the simulators
discussed above but operate without the LLM and are faster.
Are Protocols Everything? Clearly, protocols are just

one aspect of complex system behavior. Take a web server
as an example. It has a protocol interface, but also other com-
plex functionalities such as interaction with the file system
for content. A web server viewed only through the protocol
lens would seemingly come up with content without any
explanation why this particular content was provided. The
behavior of the web server is not defined solely by the pro-
tocol interface. But we can observe the system across all of
its external interfaces. We recorded the behavior of a web
server both on network and file related system call interfaces
using the Linux strace tool [8]. This enabled the LLM to learn
the behavior of opening files requested on GET requests and
providing the content of those files in responses.
Should Cyberdyne Systems access your files? There

are many security concerns, such as what communication
channels or operating system resources the LLM is allowed to
access. We limited the LLM to specific resources, e.g., specific
peers and file system parts.

3 CONCLUSIONS
It is intriguing that LLMs can learn protocol languages, at
least in simple cases. There are potential benefits for several
networking tasks. Given hallucination [5] and other limita-
tions of LLMs, the likely use cases are in diagnostics, test
generation, and simulation. We plan to further dive into sys-
tematic evaluation of LLM fidelity in these areas and more
complex configurations, training methods, custom models,
protocol-syntax driven tokenization [7], and the possibility
of LLM-provided protocol optimizations.
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